Real Time Data Management In Cluster Of RDBMS Servers

Assoc. Prof., D-r Vladimir Dimitrov; Ass. Prof. Vanyo Peychev

Dept. of Math & Comp. Science, University of Sofia; e-mail: cht@techno-link.com

Abstract

The article presents a proposal for management of huge data with high intensity in real time. The relational model of data is used. The system operates on a cluster of computers interconnected by a high-speed bus (GRID like). For data operations we propose a strategy for distribution of functionality among computers. Implementation of this strategy with conventional RDBMS  (MS SQL Server) and the development of specialized RDBMS are examined.

Introduction

The European DataGrid is a project funded by the European Union with the aim of setting up a computational and data-intensive grid of resources for the analysis of data coming from scientific exploration. Next generation science will require co-ordinated resource sharing, collaborative processing and analysis of huge amounts of data produced and stored by many scientific laboratories belonging to several institutions.

The main goal of the DataGrid initiative is to develop and test the technological infrastructure that will enable the implementation of scientific “collaboratories” where researchers and scientists will perform their activities regardless of geographical location. It will also allow interaction with colleagues from sites all over the world as well as the sharing of data and instruments on a scale previously unattempted. The project will devise and develop scalable software solutions and testbeds in order to handle many PetaBytes of distributed data, tens of thousand of computing resources (processors, disks, etc.), and thousands of simultaneous users from multiple research institutions.

The first and main challenge facing the project is the sharing of huge amounts of distributed data over the network infrastructure which is currently available. The DataGrid project does not start from scratch in this challenge: it relies upon emerging computational GRID technologies that are expected to make feasible the creation of a giant computational environment out of a distributed collection of files, databases, computers, scientific instruments and devices.

A Short Discussion on DBMS Operations

The main problem in DBMS is “How to access large volumes of data” but not “How to store large volumes of data”. As result of that physical structure of databases is optimized mainly for efficient data search, but not for efficient record of data.

If we want a DBMS to operate in real time this means that this DBMS must executes database all DML operations for limited constant time interval. DML operations for data update are very time critical operations, so it is very important carefully to investigate them.

Our assumptions are that next operations must be executed with highest priority:

· INSERT

· UPDATE

· DELETE

We assume that queries are executed with lower priority. We will discuss later how to execute them in real time.
Every DML operation consists of series of operations on physical database. For these operations on physical database is possible to approximate lower and higher limits for execution time. For more details see [Ullman]. In any case, physical operations on the database are dependent of file size and its structure. This means that if we can manage these both parameters in certain limits it is possible to have real time operations at physical level.

In classical DBMS another important assumption is that most of queries are simple – “selection - join - projection”. Even if this is not the case we can assume that most of the queries are of specific kind. In such a case we can guarantee that execution time is limited for this kind (or for these kinds) of queries, but not for all.

Update operations can be very complex, but we assume that they are simple ones in respect that they are applied only on one relation and that they update (add) only one record. Even if complex update queries must be supported we can deal in such a case as above.

From our point of view it is possible after careful investigation to define typical operations for some application areas like these on Fig 1.
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Fig. 1. GRID application areas.

Architecture

Our solution is based on computer architecture, which is a cluster (farm like). This means that we have one switch computer, which dispatch queries to all other computers in the cluster via high speed subnetwork. Every computer in the cluster can be a simple PC running a conventional OS (Windows 2000) and DBMS (MSSQL Server).

In this cluster all components are conventional. The idea is that if some component (PCs, local network, software) will be improved then this will reflect in the cluster as improvement of the entire cluster. This must be supported by the middleware with some kind of automatic reconfiguration.

Middleware

The management of all the cluster will be supported with a middleware following GRID architecture, see Fig. 2.

In the cluster there are (except the switch PC) two kinds of PCs: DBMS PC, and query management PC (QM PC). DBMS PC contains only one relation (it is possible to store more than one relation but only one relation must be managed during the session). That PC with its DBMS must support real time operations on its relation as is defined above.


Fig. 2. GRID Middleware.

When an update operation arrives to the switch PC this operation will be dispatched to one DBMS PC for execution. Remember that these kinds of operations are simple, as we have defined them above.

During the session is possible the relation size to approach its maximum size allowed for real time operating. In such a case new DBMS PC will be used for addition of new records. As a result it is possible one relation to be stored on several DBMS PCs in the cluster.

QM PC will execute queries. This means that result will be composed (joined) on them and only simple “select – project” queries (transactions) with low priority will be executed on DBMS PCs. If some queries are very complex they can be executed on several QM PCs.

From user point of view conceptual database schema is defined at cluster level. In reality this is not a conceptual schema but external one. The middleware will support the mapping from external schema to conceptual one. In fact conceptual schema on DBMS PCs is with functionality of physical one.

Middleware can be implemented in XML, which is very suitable for such a kind of operations. External schema in such a case will be supported as metadata in middleware. Middleware and metadata must be placed at switch PC.

Fig. 3. Middleware architecture.

Concluding Remarks

This approach can be easy implemented without any complex hardware and software. The functionality of individual DBMS can be used to achieve overall DBMS functionality for the cluster.

Every cluster is one database. It is manageable.
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The three real data intensive computing applications areas covered by the project are:








DataGrid Middleware


The physical resources (computers, disks and networks) and ”middleware” software that ensures the access and the coordinated use of such resources.
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